The Situate Al Guidebook

The Situate Al Guidebook is a process to scaffold early-stage deliberations around
whether to move forward with a new Al tool idea, design, or development.

The guidebook provides resources-including reflective prompts, response guidance, and
adeliverable template-to guide your organization through this deliberative
decision-making process.



Overview

After completing the Situate Al Guidebook, your organization should have a
recommendation for the prompt: Should we move forward with implementing the Al
tool? If yes, what are key considerations to plan for?

This Situate Al Guidebook supports you in forming this recommendation through a
deliberation-driven process involving:

1. Question prompts to support conversations around the social (organizational,
societal, and legal) and technical (data and modeling) considerations that should
provide supporting evidence for your recommendation.

2. Pointers to external resources to help guide your responses.

3. Template for arecommended deliverable to help formulate evidence for your
recommendation based on the deliberations.

The Situate Al Guidebook process overview:
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Link to recommendation deliverable report template.

Who is this guidebook for?

The current version of this guidebook is intended for use within public sector agencies at
various stages of maturity in their use of Al tools-from those that are just beginning to
consider the use of new Al tools to those that may already have years of experience
implementing their own Al tools. The deliberation questions are designed to be discussed
across different stakeholders employed in a public sector agency: Agency leadership, Al
practitioners and analysts, program managers, and frontline workers. We recommend
having one facilitator for any given deliberation workshop.


https://docs.google.com/document/d/17RkqJuOijp-z23CpUfT9Ael048LSNzU-91KCI8lnAI4/edit?usp=sharing

Which project stages does this guidebook target?
This guidebook includes branched questions and resources to support decision-making at
the any of the following three project stages:
1. Thereis anidea for a potential new Al tool, but it has not yet been designed.
2. Thereis adesign for a potential new Al tool, but it has not yet been developed.
3. Anew Al tool has already been developed, but has not yet been implemented in
practice.

How to use this guidebook
(section coming soon!)



Toolkit Questions
There are four facets of deliberative questions.
1. Goals and Intended Use
2. Societal and Legal Considerations
3. Data and Modeling Constraints
4. Organizational Governance Factors

Facet 1: Goals and Intended Use (55 questions)

The set of questions below are intended to support conversations around the following
broader question: Given our underlying goals and intended use case(s), is our proposed
Al tool appropriate? This stage would benefit from the expertise of the following
stakeholders at the minimum, amongst others: Agency leadership, Al practitioners,
frontline workers, community members.

1) Overall goal for using algorithmic tool
Who the tool impacts and serves
e Whois going to be affected by the decision to use this hypothetical Al tool?
o Whois going to be the most impacted?

Intended use

e What evidence do we have suggesting that the painpoint this tool aims to solve
actually exists?

e What evidence do we have suggesting that technology may offer a remedy to this
painpoint? (Evidence may include, for example, historical agency metrics,
legislature, community members, research reports.)

o What evidence suggests the specific form of technology we are
envisioning (e.g., predictive analytics) may offer a remedy?

Involving agency-external stakeholders in determining the goals
e Think about the most impacted stakeholders you identified in response to the
guestions above. How do we bring their voices to the table when determining
goals?



Differences in goals
e Arethere differences in the goals the agency versus community members think
the tool should address? If so, what are they? If we are uncertain, what can we do
to understand potential differences?

Envisioned harms and benefits
o (ldeation) What are the potential harms and benefits of the tool, and to whom?

e What biases (as a government agency) do we bring into this decision-making
process?

2) Selection of outcomes that the algorithmic tool aims to improve
Impacts of outcome choice
e Hypothetically, imagine that our tool does a perfect job of improving the
outcome that it targets. What additional problems might this create elsewhere in
the system?



Assumptions behind outcome choice
e What assumptions are we making, when deciding what the tool should optimize?
e How are we operationalizing goals for the tool, e.g., improving child 'safety'? What
assumptions are we making?
e How do we bring providers to the table to decide on the use of outcomes?

Predictability of outcomes
e Have we run any tests on historical data records, to check whether we get
predictions on this outcome that actually make sense?
e Howrareisthe event we are trying to predict? If it is rare, how reliably do we think
we can predict it?
e How does the inclusion of additional information (e.g., attributes) improve
outcomes?

3) Empirical evaluations of algorithmic tool
Measuring improvement based on outcomes
e Once the tool is deployed and in use, how can we evaluate how well it is working
in the short-term? How can we evaluate how well it is working longer-term?



Centering community needs
e How can we effectively evaluate the tool from the perspective of impacted

community members?

Worker perceptions
e How might front-line workers respond to the tool? How can we better

understand their underlying concerns and desires towards the tool?

Facet 2: Societal and Legal Considerations (54 questions)

The set of questions below are intended to support conversations around the following
broader question: Given the societal, ethical, and legal considerations and envisioned
impacts associated with the use of Al tools for our stated goals (identified in Facet 1), is
our proposed Al tool appropriate? This stage would benefit from the expertise of the
following stakeholders at the minimum, amongst others: Al practitioners, frontline
workers, community members, legal experts.

1) Legal considerations around use of algorithmic tool
e Do the people impacted by the tool have the power or ability to take legal

recourse?



2) Ethical and fairness considerations around use of algorithmic tool
Impacted Community Member Needs
e Are there differences in the goals the agency versus community members think
the tool should address? If so, what are they? If you are uncertain, what are your
plans for understanding potential differences?
o What are the envisioned harms and intended benefits from the tool that
impact the community and the agency?



Involving Impacted Communities
e What are underlying assumptions that tool developers/researchers may have,
regarding the soundness of the design decisions made in the tool?
e How can we set up external participation opportunities, to increase access?

Clarity of Ethics Goals and Definitions
Can we agree on a definition of fairness and equity in this context? What would it
look like if the desired state is achieved?

Operationalization of Ethics Goals
e Are fairness and equity definitions and operationalizations adequately
context-specific? (For example, in the child welfare domain: children with similar
profiles receive similar predictions irrespective of race?)



Envisioning Potential Negative Impacts
e Do we understand the negative impacts of the decision made across sensitive
demographic groups?

3) Social and historical context surrounding the use of algorithmic tool
e Have we recognized and tried to adjust for implicit biases and discrimination
inherent in these social systems that might get embedded into the algorithm?
e How might we clearly communicate the limitations and historical context of the
data to community members?

Facet 3: Data and Modeling Constraints (20 questions)

The set of questions below are intended to support conversations around the following
broader question: Given the availability and condition of existing data sources, and our
intended modeling approach, is our proposed Al tool appropriate? This stage would
benefit from the expertise of the following stakeholders at the minimum, amongst others:
Al practitioners.

1) Understanding data quality
e How does the data quality and trends compare with an 'ideal’ state of the world?
o What does our data look like, in terms of different demographic outcomes?
e Has the definition of the data changed over time? (E.g., in child welfare, has
reunification always meant to reunify with the parent?)



2) Process of preparing data
e How are we preprocessing the data?
e Who should be involved in making decisions around whether to include or
exclude certain data points or features? Do we have plans for involving those
people?

3) Model selection
e |sour model appropriate given the available data? Why or why not?

Facet 4: Organizational Governance Factors (24 questions)

The set of questions below are intended to support conversations around the following
broader question: Given our plans for ensuring longer-term technical maintenance and
policy-oriented governance, do we have adequate post-deployment support for our
proposed Al tool? This stage would benefit from the expertise of the following
stakeholders at the minimum, amongst others: Agency leaders, Al practitioners, frontline
workers.

1) Long-run maintenance of algorithmic tool
Measuring changes in model performance over time
e Do we expect there will be shifts in performance metrics over time? If so, why?
What are our plans for identifying and mitigating those shifts?



Mechanisms to identify long-run changes
e Are we repeating feature engineering efforts over time?
o Are we detecting how trends shift over time at the population level?
e Arethere mechanisms in place that track whether certain data features have
changed over the years?
e Do we have mechanisms to track longer-term outcomes over time, so that we can
monitor for changes in model performance ?

e Do we have the mechanisms to monitor whether the tool is having unintended
consequences?

2) Organizational policies and resources around the use of algorithmic tool
Policies around worker interactions
e Isthere training for frontline workers who will be asked to use the tool? What
evidence suggests that this training is adequate?

Governance structures
e Imagine that we could assemble the “ideal team” to monitor and govern the tool
after it is deployed: What are the characteristics of this ideal team?

o Whoiis the actual team that will monitor and govern the tool after it is
deployed?

o Given the gaps between the “ideal team” and the actual team we expect to
have: What risks to post-deployment monitoring and governance can we
anticipate? How might we mitigate these risks?



3) Internal political considerations around the use of algorithmic tool
e How well do we understand system administrators' and leadership's perspectives
around the use of this tool?
o How well do staff and leadership understand 'why' the tool could bring value?

Scratchpad: External resources to potentially link towards from
the guidebook

For documenting information about the model and dataset
e A People's Guide To Tech - Allied Media Projects
e Datasheets for Datasets
e Model Cards



https://alliedmedia.org/resources/peoples-guide-to-ai
https://www.microsoft.com/en-us/research/uploads/prod/2022/07/aether-datadoc-082522.pdf
https://huggingface.co/spaces/huggingface/Model_Cards_Writing_Tool

